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Introduction 
The monitoring of mercury concentrations in air is essential for the implementation of national and 

international legislation, and to demonstrate the progress in implementing international agreements 

such as the Minamata convention on mercury. Laboratories and other entities performing mercury 

concentration measurements usually calibrate their own equipment. For this calibration, mercury 

gas generators are generally used.  

To set up a metrological traceability chain, the output of the gas generators needs to be comparable 

to reference standards, up to ultimately the primary measurement standards for mercury 

concentration held by national metrology institutes (NMI). Currently, there are no standardised 

procedures that ensures dissemination of the metrological traceability to testing laboratories and 

field measurements. This protocol describes such a standardised procedure for the characterisation 

and calibration of elemental mercury gas generators to demonstrate that their output is 

metrologically traceable to the International System of Units (SI).  

This protocol describes 1) the experimental procedures to compare the output of elemental mercury 

gas generators and 2) the data processing for determination of mercury concentration and the 

expanded uncertainty of the mercury concentration obtained from the elemental mercury gas 

generator. Demonstrating that a particular generator meets the requirements establishes that the 

requirements for performance and metrological traceability to the SI are met, and that an unbroken 

chain of comparisons is created. For applications, this protocol applies only to mercury monitoring 

system span concentrations in the range of micrograms per cubic meter (μg m-3) and nanograms per 

cubic meter (ng m-3).  
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1. Scope 
This protocol specifies the procedures for establishing traceability to the SI for the quantitative 

output of elemental mercury generators that are employed in regulatory applications for emission 

monitoring or testing.  

This protocol provides methods for 

- Calibrating the output of a candidate generator by comparison with a reference standard; 

- Calculating the mercury concentration and the associated uncertainty of the mercury 

concentration generated with the candidate generator in relation to the known uncertainty 

of the reference standard. 

This protocol specifies a measurement method for the determination of the output of candidate 

generators used to calibrate mercury analysers for the determination of the concentration of 

mercury in emission sources and ambient air.  

The method is applicable for different types of mercury gas generators: 

- Bell-jar generator, working according to ISO 6145-9 [1] 

- Saturation gas generators, working according to ISO 6145-9 [1] 

- Permeation gas generators, working according to ISO 6145-10 [2] 

- Mercury amount fractions in cylinders, prepared according to ISO 6142-1 [3] 
- Continuous injection gas generators, working according to ISO 6145-4 [4]. Based on the 

reduction of mercury chloride (HgCl2). A HgCl2 solution is vaporised and mixed with a known 

flow of matrix gas to obtain a humid HgCl2 calibration gas. The HgCl2 in the calibration gas is 

reduced to elemental mercury. 

- Mass of mercury on sorbent tubes 

The concentrations are expressed in ng m-3 or µg m-3 (at 0 oC and 101.325 kPa). 
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2. SI traceable calibration chain 
Traceability means that a result of measurement may be traced back, through an unbroken chain of 

comparisons, to a national or international standard. Each step in the comparison chain involves a 

measurement procedure, which contributes some uncertainty. As the overall uncertainty combines 

the uncertainty from all steps of the traceability chain, it gives information about the closeness of 

the results to the true value. To obtain SI traceability for mercury concentration measurement 

results NMI have developed primary standards for elemental mercury in air [5 -8]. These standards 

are called primary because they are directly traceable to the SI. From the primary standards the 

traceability chain can be established by comparison of a candidate generator to the primary 

standard or reference standard according to the measurement procedure described in this 

calibration protocol. After calibration the candidate generator receives an SI traceable certificate 

and can be used as a reference generator for calibration of other candidate generators, and so forth 

(Figure 1). This way a chain of calibrations is obtained from the primary standard to gas generators 

used every day for monitoring of mercury concentrations in emission sources and in the 

atmosphere. 

 

 

Figure 1: SI traceable calibration chain for mercury gas generators. 
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3. Normative references 
The following documents, in whole or in part, are normatively referenced in this document and are 

indispensable for its application. For dated references, only the edition cited applies. For undated 

references, the latest edition of the referenced document (including any amendments) applies. 

EN 13211, Air quality – Stationary source emissions – Manual method of determination of the 

concentration of total mercury 

ISO 7504, Gas analysis – vocabulary  

ISO/IEC 17025, General requirements for the competence of testing and calibration laboratories 
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4. Terms and definitions 
For the purposes of this document, the terms and definitions given in EN 13211 and ISO 7504. 
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5. Symbols and abbreviations 

5.1 Symbols 
𝑟𝑧𝑒𝑟𝑜  response zero gas 

𝑐𝑐𝑎𝑛𝑑(𝑖)  setpoint candidate generator 

𝑐𝑟𝑒𝑓(𝑖)  setpoint reference generator 

𝑟𝑟𝑒𝑓(𝑖)  response gas mixture from reference generator 

𝑟𝑐𝑎𝑛𝑑(𝑖)  response gas mixture from candidate generator 

𝑡𝑖  time response was recorded 

𝑟𝑐𝑎𝑛𝑑𝑐𝑜𝑟𝑟
 response gas mixture from candidate generator corrected for zero response 

𝑟𝑟𝑒𝑓𝑐𝑜𝑟𝑟
  response gas mixture from reference generator corrected for zero response 

𝑅  output ratio 

𝑐(𝑖)  calibrated output candidate generator  

u(𝑐𝑟𝑒𝑓)  standard uncertainty of the mercury concentration from the reference standards 

𝑀𝑆𝑐𝑎𝑛𝑑  residual error for the candidate generator measurement points 

𝑀𝑆𝑟𝑒𝑓  residual error for the reference generator measurement points 

𝑀𝑆(𝑟𝑟𝑒𝑓(1)̅̅ ̅̅ ̅̅ ̅̅ ) standard error of the mean of each individual measurement from the before-

candidate reference generator measurement 

𝑀𝑆(𝑟𝑐𝑎𝑛𝑑̅̅ ̅̅ ̅̅ ̅)  standard error of the mean of each individual measurement from the candidate 

generator measurement 

𝑀𝑆(𝑟𝑟𝑒𝑓(2)̅̅ ̅̅ ̅̅ ̅̅ ) standard error of the mean of each individual measurement from the after-

candidate reference generator measurement 

𝑅𝑗𝑘 the measured ratio for the 𝑘𝑡ℎ individual bracket within the 𝑗𝑡ℎ contiguous set of 

brackets 

𝑢(𝑅𝑗𝑘)  standard uncertainty 𝑅𝑗𝑘 

�̅�𝑗  average output ratio 

𝐾  number of brackets in this 𝑗𝑡ℎ set 

𝑢�̅�𝑗𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦
 standard uncertainty average output ratio 

𝑆1  pooled standard error of the standard uncertainty average output ratio 

𝑆2  level 2 standard deviation of the output ratios 

𝑢𝑟𝑒𝑝𝑒𝑎𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 standard uncertainty repeatability of the output ratio 

𝐿 average number of individual responses used in each measurement average and 

output ratio determined 
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𝑢𝑟𝑒𝑝𝑒𝑎𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  standard uncertainty of the average output ratio 

𝑢𝑟𝑒𝑝𝑟𝑜𝑑𝑢𝑐𝑖𝑏𝑖𝑙𝑖𝑡𝑦 standard uncertainty reproducibility 

𝑢𝑏𝑟𝑎𝑐𝑘𝑒𝑡𝑖𝑛𝑔 standard uncertainty of each bracketing procedure 

𝑢𝑐𝑜𝑚𝑝𝑎𝑟𝑖𝑠𝑜𝑛̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  standard uncertainty of a single comparison 

𝑢𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 standard uncertainty component of the reference generator 

𝑢(𝑐)  standard uncertainty output candidate generator 

𝑈(𝑐)  expanded uncertainty output candidate generator 

𝑘  coverage factor 

𝐹  interpolation function, 𝑐 = 𝐹(𝑐cand) 

𝑏𝑗  coefficients of the interpolation function 𝐹 (𝑗 = 0, 1, … , 𝑁) 

𝑆  weighted least squares 

�̂�(𝑖)  adjusted data point calculated as a by-product of the regression analysis 

𝑆𝑟𝑒𝑠  residual sum of weighted squares deviations 

𝑢𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 uncertainty of the coefficients of the interpolation function 

5.2 Abbreviations 
SI International System of Units 

HgCl2 Mercury(II) chloride 

NMI National Metrology Institute 

AFS Atomic fluorescence spectrometer 

MFC Thermal mass flow controller 

AAS Atomic absorption spectrometer 

PFA Perfluoro alkoxy 

PTFE Polytetrafluoroethylene 

RSD Relative standard deviation (%) 

AICc Akaike Information Criterion for small sample size 

AIC Akaike Information Criterion 
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6. Principle 

6.1 General 
The mercury concentration in a gas mixture prepared with a candidate generator is determined by 

comparison with a metrologically traceable reference standard to calibrate the output of the 

candidate generator. 

The comparison can be performed at one concentration level (single-point calibration) or at several 

concentration levels (multipoint calibration) using the bracketing sequence. When applying the 

bracketing sequence, the outputs from the reference standard and candidate generator are 

introduced alternately to a mercury analyser so that each response from the candidate generator is 

bracketed by a pair of responses from the reference standard. At each concentration level, the 

bracketing procedure requires a minimum of four responses from the certified reference standard 

and a minimum of three responses from the candidate generator. An example of a bracketing 

procedure injection sequence for a given mercury concentration is provided below in Table 1. 

Table 1 – Example of a bracketing sequence 

Measurement nr. Generator ID 

1 Reference standard 

2 Candidate 

3 Reference standard 

4 Candidate 

5 Reference standard 

6 Candidate 

7 Reference standard 

 

There are two approaches for the data processing 

• Without zero correction 

• With zero correction 

Zero correction is required only for an instrument that does not perform an automatic baseline 

correction for every reading. 
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7. Equipment and materials 

7.1 Mercury reference standard 
The metrological traceable reference standard can either be a 1) primary mercury standard or 2) a 

metrologically calibrated reference standard, e.g., a calibrated mercury gas generator, a calibrated 

gas mixture in a high-pressure cylinder or sorbent tubes sampled with a calibrated mass of mercury. 

7.2 Analyser equipment 
Generally, two types of mercury analysers are available: 

1. AFS: The instrument is based on pre concentration on gold amalgamation with an atomic 

fluorescence spectrometer detector. The instrument measures total gaseous mercury as all 

forms of mercury are collected on gold and subsequently measured during the high 

temperature thermal desorption of the mercury species from the gold trap. Sample gas is 

pulled across the gold trap using a pump and the flow and volume of sample is controlled 

using a MFC. 

2. AAS: A direct measurement system with an atomic absorption spectrometer utilizing the 

Zeeman effect. The instrument passes the sample gas directly the AAS detector using a 

pump. 

7.3 Zero gas 
Zero gas is used to zero the detector or obtain a zero response (𝑟𝑧𝑒𝑟𝑜). As zero gas pure nitrogen can 

be used or a zero air generator to obtain purified air. The gas should be free of mercury and other 

chemicals that give a detector response. 
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8. General procedure 

8.1 Gas generator requirements 
First determine over what range of mercury concentrations the candidate generator is expected to 

be used.  

The operating principle of the gas generator shall be determined.  

8.2 Reference standard requirements 
The user of a reference standard shall verify that the property values come with a statement 

concerning the metrological traceability of these values. This statement shall provide the value of 

the specified property, its associated uncertainty, and a statement of metrological traceability. 

The reference standard used has a mercury concentration range greater than that selected for the 

candidate generator. If the output from the candidate generator extends beyond the specified 

reference standard range, considerable measurement errors might result from extrapolation outside 

the analytical measurement range.  

8.3 Analyser requirements 
Use a mercury analyser with a measurement range greater than that which is expected for the 

candidate generator and the reference standard. If the output from the candidate generator and 

reference standard extends beyond the specified operating range, considerable measurement errors 

might result from extrapolation outside the analytical measurement range.  

Furthermore, the sensitivity, the response function in the used range, detection limit, precision and 

drift of the analyser shall be known. 

8.4 Experimental design  

8.4.1 General 
Before operating the candidate generator, the measurement standard and the analyser, the 

operating instruction of the manufactures shall be followed particularly with regard to the set-up of 

equipment and the quality and quantity of the consumable produces necessary.  

The gas mixtures obtained with the reference standard and candidate generator shall be transported 

using PFA or PTFE tubing. 

It is recommended to use reference standards with the same complementary gas, e.g., nitrogen or 

air. 

NOTE: clearly state on the calibration certificate which complementary gas is used during the 

calibration to operate the candidate generator.  

The candidate generator, the reference standard and analyser shall be allowed to warm up during 

the time specified by the manufacturer before undertaking any experiments. If the warm-up time is 

not specified, a minimum of 30 minutes is recommended.  

When applying gas mixtures to the analyser, the gas mixture system shall be operated sufficiently 

long before starting the tests in order to stabilise the concentrations applied to the analyser. 

Conduct a 15-minute stability check of both the reference generator and the candidate generator at 

the outset. The output may be assumed to be stable if no more than 2 % drift is observed or 

alternative until the signal has reached 98% of the expected value over the 15-minute time interval. 
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The manner in which the responses are recorded depends on the analyser (detector). If it is a 

continuous analyser, record readings at appropriate set intervals and compute the average over the 

desired time period. It is recommended that the recorded response for each gas mixture is based on 

a least 5 minutes of stable readings. If the analyser concentrates the sample and an integrated signal 

is obtained for the generator output, record the result of one analysis cycle or average multiple 

analysis cycles using all stable measurement system responses. For systems that have two traps or 

channels (“A” and “B”) to concentrate the sample, use the same designated trap (A or B) throughout 

the sampling procedure. 

8.4.2 Selection set points reference standard and candidate generator 

8.4.2.1 Single-point calibration 

Select a mercury concentration using the same nominal setpoint for the candidate generator 

(𝑐𝑐𝑎𝑛𝑑(𝑖)) and the reference standard (𝑐𝑟𝑒𝑓(𝑖)) such that the measuring system produces responses 

which are within ± 50 %.  

8.4.2.2 Multipoint calibration 

Select a mercury concentration using the same nominal settings for the candidate generator and the 

reference standard such that the measuring system produces responses which are within ± 50 %.  

Specify the number 𝑛 of calibration points (𝑐𝑐𝑎𝑛𝑑(𝑖), 𝑐𝑟𝑒𝑓(𝑖)) required, depending on the type of 

mathematical function to be used for the interpolation function (Section 8.6.2 step S and Annex 2).  

Select mercury concentrations from the candidate generator and the reference standard such that 

the concentrations 𝑐𝑐𝑎𝑛𝑑(1), 𝑐𝑐𝑎𝑛𝑑(2), … , 𝑐𝑐𝑎𝑛𝑑(𝑛) and 𝑐𝑟𝑒𝑓(1), 𝑐𝑟𝑒𝑓(2), … , 𝑐𝑟𝑒𝑓(𝑛)span an appropriate 

calibration range, i.e. approximately equally spaced.  

Calibration designs using equally spaced values for mercury concentrations are not the optimum 

choice for cases of strongly non-linear response. They are, however, well suited for linear and 

moderately non-linear responses, as considered in this protocol (Annex 2). 

8.4.3 Bracketing measurement sequence 
Table 2 illustrates the bracketing measurement sequence for single-point and multipoint 

calibrations. More than one candidate generator can be certified in one sequence. If this approach is 

followed sequential responses from each candidate generator are recorded in-between the 

reference standard responses, and linear time interpolation of the reference standard responses is 

used to correlate with the exact time of each intervening candidate generator response. The manner 

in which the responses are recorded depends on the analyser (detector).  

Table 2 – Bracketing measurement sequence for single-point and multipoint calibrations 

Single-point Multipoint 

𝑐𝑧𝑒𝑟𝑜(1) 𝑐𝑧𝑒𝑟𝑜(1) 

𝑐𝑟𝑒𝑓(1.1) 𝑐𝑟𝑒𝑓(1.1) 

𝑐𝑐𝑎𝑛𝑑(1.1) 𝑐𝑐𝑎𝑛𝑑(1.1) 

𝑐𝑟𝑒𝑓(1.2) 𝑐𝑟𝑒𝑓(1.2) 

𝑐𝑐𝑎𝑛𝑑(1.2) 𝑐𝑐𝑎𝑛𝑑(1.2) 

𝑐𝑟𝑒𝑓(1.3) 𝑐𝑟𝑒𝑓(1.3) 

𝑐𝑐𝑎𝑛𝑑(1.3) 𝑐𝑐𝑎𝑛𝑑(1.3) 

𝑐𝑟𝑒𝑓(1.4) 𝑐𝑟𝑒𝑓(1.4) 

𝑐𝑧𝑒𝑟𝑜(2) 𝑐𝑟𝑒𝑓(2.1) 
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 𝑐𝑐𝑎𝑛𝑑(2.1) 

 𝑐𝑟𝑒𝑓(2.2) 

 𝑐𝑐𝑎𝑛𝑑(2.2) 

 𝑐𝑟𝑒𝑓(2.3) 

 𝑐𝑐𝑎𝑛𝑑(2.3) 

 𝑐𝑟𝑒𝑓(2.4) 

 𝑐𝑟𝑒𝑓(𝑛.1) 

 𝑐𝑐𝑎𝑛𝑑(𝑛.1) 

 𝑐𝑟𝑒𝑓(𝑛.2) 

 𝑐𝑐𝑎𝑛𝑑(𝑛.2) 

 𝑐𝑟𝑒𝑓(𝑛.3) 

 𝑐𝑐𝑎𝑛𝑑(𝑛.3) 

 𝑐𝑟𝑒𝑓(𝑛.4) 

 𝑐𝑧𝑒𝑟𝑜(2) 

 

8.5 Stepwise procedure 
Step A: Zero the detector by introducing zero gas and making any necessary zero adjustments. 

Alternatively, obtain the required responses of the zero gas from the detector (𝑟𝑧𝑒𝑟𝑜(1)). 

Step B: Direct the output of the reference standard to the detector and obtain the required 

responses (𝑟𝑟𝑒𝑓(𝑖.1)).  

Step C: Direct the output of the candidate generator to the detector and obtain the required 

responses (𝑟𝑐𝑎𝑛𝑑(𝑖.1)). 

Step D: Switch back to direct the output of the reference standard to the detector and obtain the 

required responses (𝑟𝑟𝑒𝑓(𝑖.2)). 

Step E: Repeat steps C and D at least two more times to achieve at least triplicate responses for the 

mercury concentration from the candidate generator and at least quadruple responses for the 

mercury concentration from the reference standard. 

Step F: In case the RSD of the responses from the reference standard (𝑟𝑟𝑒𝑓)  are bigger than 2.0 % at 

least one extra repeat of steps C and D shall be performed. 

Step G: When applying a multipoint calibration repeat steps B through E for the second, third and 

following concentration levels.  

Step H: Check the zero response of the detector, without making any adjustments. 

NOTE: Ensure stable responses are obtained with a RSD ≤ 2.0 %. The first responses for the zero 

measurements, reference standard and candidate generator, on both channel A and channel B if 

applicable, can show instability when going from one concentration level to the other. 

8.6 Data processing 

8.6.1 Single-point calibration 
Step I: To determine the actual output of the candidate generator, first correct each response for 

any zero offset of the detector. Zero correction is required only for an instrument that does not 

perform an automatic baseline correction for every reading. If zero correction is required, calculate 
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the interpolated zero offset based on the time when a specific response was recorded according to 

equation (1): 

𝑟𝑧𝑒𝑟𝑜(𝑖) =  𝑟𝑧𝑒𝑟𝑜(1) + [(𝑡𝑖 − 𝑡1)
(𝑟𝑧𝑒𝑟𝑜(1)−𝑟𝑧𝑒𝑟𝑜(2))

(𝑡1−𝑡2)
]       (1) 

Step J: then, correct the response at 𝑡𝑖 for the zero offset using equation (2): 

𝑟𝑐𝑎𝑛𝑑𝑐𝑜𝑟𝑟
= 𝑟𝑐𝑎𝑛𝑑 − 𝑟𝑧𝑒𝑟𝑜(𝑖)         (2) 

The data set in Table 3 provides an example of how each response is corrected for zero offset over 

the course of a test period. 

Table 3 – zero corrections for an example data set 

Time (min) 𝑟𝑧𝑒𝑟𝑜 𝑟𝑧𝑒𝑟𝑜(𝑖) 𝑟𝑟𝑒𝑓 𝑟𝑟𝑒𝑓𝑐𝑜𝑟𝑟
 𝑟𝑐𝑎𝑚𝑑 𝑟𝑐𝑎𝑛𝑑𝑐𝑜𝑟𝑟

 

0 27.1  

10  28.3 5686.1 5657.8  

20 30.6  5966.5 5935.9 

30 32.8 5636.1 5603.2  

40 35.1  6065.3 6030.1 

50 37.4 5648.6 5611.2  

60 39.7  6012.3 5972.6 

70 42.0 5692.2 5650.2  

80 44.3  

 

Step K: Next, calculate the output ratio (R) for each value of 𝑟𝑐𝑎𝑛𝑑𝑐𝑜𝑟𝑟
 according to equation (3a): 

𝑅 =  [
𝑟𝑐𝑎𝑛𝑑𝑐𝑜𝑟𝑟

𝑟𝑟𝑒𝑓(1)𝑐𝑜𝑟𝑟
+𝑟𝑟𝑒𝑓(2)𝑐𝑜𝑟𝑟
2

]         (3a) 

The average of the 𝑟𝑟𝑒𝑓(1)𝑐𝑜𝑟𝑟
 and 𝑟𝑟𝑒𝑓(2)𝑐𝑜𝑟𝑟

 responses in the denominator of Equation (3a) provides 

an estimate of the value of 𝑟𝑟𝑒𝑓𝑠 when 𝑟𝑐𝑎𝑛𝑑 was actually recorded. Note, however, that this 

equation only applies to equally-spaced measurements when one candidate generator is being 

certified. If the spacing is not equal or more than one candidate generator is being certified with a 

single reference standard, a more rigorous, time-interpolated formula in Equation (3b) is used to 

estimate 𝑟𝑟𝑒𝑓 when 𝑟𝑐𝑎𝑛𝑑 was actually recorded. 

𝑅 =  
𝑟𝑐𝑎𝑛𝑑𝑐𝑜𝑟𝑟

𝑡𝑟𝑒𝑓(2)−𝑡𝑐𝑎𝑛𝑑(1)

𝑡𝑟𝑒𝑓(2)−𝑡𝑟𝑒𝑓(1)
𝑟𝑟𝑒𝑓(1)𝑐𝑜𝑟𝑟+

𝑡𝑐𝑎𝑛𝑑(1)−𝑡𝑟𝑒𝑓(1)

𝑡𝑟𝑒𝑓(2)−𝑡𝑟𝑒𝑓(1)
𝑟𝑟𝑒𝑓(2)𝑐𝑜𝑟𝑟

      (3b) 

The 𝑡 values in Equation (3b) are timestamps associated with the 𝑟𝑐𝑎𝑛𝑑 and 𝑟𝑟𝑒𝑓 readings. Equations 

(3a) and (3b) are mathematically identical when the three 𝑡 values are equally spaced. 

Table 4, illustrates these calculations, for the example data set presented in Table 3. 

Table 4 – Example calculation of the output ratio (R) (with zero correction) 

Time (min) 𝒓𝒓𝒆𝒇 𝒓𝒓𝒆𝒇𝒄𝒐𝒓𝒓
 𝒓𝒄𝒂𝒏𝒅 𝒓𝒄𝒂𝒏𝒅𝒄𝒐𝒓𝒓

 Output ratio (R) 

10 5686.1 5657.8  

20  5966.5 5935.9 1.054 

30 5636.1 5603.2  

40  6065.3 6030.1 1.075 
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50 5648.6 5611.2  

60  6012.3 5972.6 1.061 

70 5692.2 5650.2  

 

Step L: Next, average the calculated output ratios. For this data set, the value of �̅� is 1.063. 

Step M: Finally, use Equation (4) to determine 𝑐(𝑖), the calculated candidate generator output 

mercury concentration.  

𝑐(𝑖) = 𝑐𝑟𝑒𝑓 �̅�           (4) 

For this example, 𝑐𝑟𝑒𝑓, is 2226 ng m-3. Therefore, the value of 𝑐(𝑖) from Equation (4) is 2367 ng m-3, 

based on the zero-corrected responses. 

Step N: If zero correction is not necessary for the detector, use the uncorrected values (𝑟𝑟𝑒𝑓 and 

𝑟𝑐𝑎𝑛𝑑) in the calculations, as shown in Table 5. For this example data set, the value of 𝑐(𝑖) is 2367 ng 

m-3, based on the uncorrected responses. 

Table 5 – Calculation of output ratio (R) (without zero correction) 

Time (min) 𝒓𝒓𝒆𝒇 𝒓𝒄𝒂𝒏𝒅 Output ratio (R) 

10 5686.1  

20  5966.5 1.054 

30 5636.1  

40  6065.3 1.075 

50 5648.6  

60  6012.3 1.060 

70 5692.2  

 

Step O: For each concentration level calculate the RSD of the output rations (R). The RSD shall not 

exceed 2.0 %. If the RSD value is exceeded, the test is invalid and shall be repeated. The calculated 

RSD values for the output ratios in Tables 4 and 5 are both 1.0 % and are therefore acceptable. 

Step P: The uncertainty of mercury concentration from the candidate generator shall be calculated 

as explained in Annex 1. 

8.6.2 Multipoint calibration  
Step Q: Apply the calculation procedures from step I till step P to each concentration level. 

Step R: The uncertainty of each mercury concentration from the candidate generator shall be 

calculated as explained in Annex 1. 

Step S: Determination of the interpolation function as explained in Annex 2.  

NOTE:  When a concentration analyser is used with two traps the results from channel A and channel 

B should be treated separately. When the final result from channel A and channel B are comparable 

within the obtained uncertainty the results can be averaged. 
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Annex 1: Determining the uncertainty of the calibrated mercury 

concentration obtained with the candidate generator  
This annex describes the calculation method that is used to determine the expanded uncertainty of 

elemental mercury concentrations produced by candidate gas generators.  

NOTE: a script was developed to calculate 1) the mercury concentration, 2) the associated 

uncertainty of the mercury concentration and 3) the interpolation function for multipoint calibration 

according to this calibration protocol [9]. 

A1.1 Uncertainty sources 
The uncertainty assigned to the output concentration of an elemental mercury gas generator is 

accumulated at each step in a chain of calibrations. The uncertainty of the mercury concentration 

from the reference standard, u(𝑐𝑟𝑒𝑓), is the starting point for the uncertainty calculations in this 

Annex. In addition to the uncertainty of the reference standard, the following three sources of 

uncertainty have been identified for assigning concentration values to candidate generator 

setpoints: 1) measurement stability; 2) repeatability; and 3) reproducibility. The first two 

components apply specifically to the bracketing sequence described in this protocol. The 

reproducibility component applies to the overall process of transferring traceability from the 

reference standard to the candidate. 

A1.1.1 Measurement stability 
The measurement stability uncertainty calculation applies a statistical test to the assumptions that 

are built into the bracketing sequence (e.g., no non-linear drift, wavering responses, or excessively 

“noisy” measurements). This uncertainty component is calculated based on the standard error of the 

reference standard and candidate measurement points, assumed to lie on two straight lines when 

plotted versus time. This uncertainty component is quantified in terms of the residual error estimate 

for these two lines Equation (1.1) and Equation (1.2): 

𝑀𝑆𝑐𝑎𝑛𝑑 =  
√

[∑(𝑟𝑐𝑎𝑛𝑑−𝑟𝑐𝑎𝑛𝑑̅̅ ̅̅ ̅̅ ̅̅ )2−
[∑(𝑟𝑐𝑎𝑛𝑑−𝑟𝑐𝑎𝑛𝑑̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )(𝑡𝑐𝑎𝑛𝑑−𝑡𝑐𝑎𝑛𝑑̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )]

2

∑(𝑡𝑐𝑎𝑛𝑑−𝑡𝑐𝑎𝑛𝑑̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )2 ]

(𝑛𝑐𝑎𝑛𝑑−2)
    (1.1) 

𝑀𝑆𝑟𝑒𝑓 =  
√

[∑(𝑟𝑟𝑒𝑓−𝑟𝑟𝑒𝑓̅̅ ̅̅ ̅̅ )2−
[∑(𝑟𝑟𝑒𝑓−𝑟𝑟𝑒𝑓̅̅ ̅̅ ̅̅ ̅)(𝑡𝑟𝑒𝑓−𝑡𝑟𝑒𝑓̅̅ ̅̅ ̅̅ ̅)]

2

∑(𝑡𝑟𝑒𝑓−𝑡𝑟𝑒𝑓̅̅ ̅̅ ̅̅ ̅)2 ]

(𝑛𝑟𝑒𝑓−2)
      (1.2) 

Where 𝑡𝑐𝑎𝑛𝑑 and 𝑡𝑟𝑒𝑓 are the timestamps associated with the candidate and reference standard 

measurements. The 𝑡 units and the 𝑡 = 0 origin can be anything, as long as they are consistent within 

each standard error calculation. The 𝑚 and 𝑛 values refer to all of the points of the regression lines. 

The standard errors for these lines are used to calculate the standard error of the mean of each 

individual measurement interval Equation (1.3), Equation (1.4) and Equation (1.5). 

𝑀𝑆(𝑟𝑟𝑒𝑓(1)̅̅ ̅̅ ̅̅ ̅̅ ) =  
𝑀𝑆𝑟𝑒𝑓

√𝑛𝑟𝑒𝑓(1)
          (1.3) 

𝑀𝑆(𝑟𝑐𝑎𝑛𝑑̅̅ ̅̅ ̅̅ ̅) =  
𝑀𝑆𝑐𝑎𝑛𝑑

√𝑛𝑐𝑎𝑛𝑑
          (1.4) 

𝑀𝑆(𝑟𝑟𝑒𝑓(2)̅̅ ̅̅ ̅̅ ̅̅ ) =  
𝑀𝑆𝑟𝑒𝑓

√𝑛𝑟𝑒𝑓(2)
          (1.5) 
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where 𝑟�̅� is the mean response for just that measurement interval, and 𝑛 is the number of individual 

measurements in that interval. The subscript notations (i.e., 𝑟𝑒𝑓(1), 𝑐𝑎𝑛𝑑, and 𝑟𝑒𝑓(2)) relate to the 

before-candidate reference generator measurement, the candidate measurement, and the after-

candidate reference generator measurement (respectively). For each ratio calculation, these 

standard errors are used to calculate a combined stability uncertainty for this ratio according to 

Equation (1.6) and Equation (1.7). Equation (1.6) is equal to Equation (3b) in Section 8.6.1.  

𝑅𝑗𝑘 =
𝑟𝑐𝑎𝑛𝑑𝑐𝑜𝑟𝑟̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝑡𝑟𝑒𝑓(2)− 𝑡𝑐𝑎𝑛𝑑

𝑡𝑟𝑒𝑓(2)− 𝑡𝑟𝑒𝑓(1)
 𝑟𝑟𝑒𝑓(1)𝑐𝑜𝑟𝑟
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + 

𝑡𝑐𝑎𝑛𝑑− 𝑡𝑟𝑒𝑓(1)

𝑡𝑟𝑒𝑓(2)− 𝑡𝑟𝑒𝑓(1)
 𝑟𝑟𝑒𝑓(2)𝑐𝑜𝑟𝑟̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

     (1.6) 

𝑢(𝑅𝑗𝑘) = 𝑅𝑗𝑘√(
𝑀𝑆(𝑟𝑟𝑒𝑓(1)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )

𝑡𝑟𝑒𝑓(2)− 𝑡𝑟𝑒𝑓(1)

𝑡𝑟𝑒𝑓(2)− 𝑡𝑐𝑎𝑛𝑑
 𝑟𝑟𝑒𝑓(1)𝑐𝑜𝑟𝑟
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

)

2

+ (
𝑀𝑆(𝑟𝑐𝑎𝑛𝑑̅̅ ̅̅ ̅̅ ̅̅ )

𝑟𝑐𝑎𝑛𝑑𝑐𝑜𝑟𝑟
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

)
2

+ (
𝑀𝑆(𝑟𝑟𝑒𝑓(2)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )

𝑡𝑟𝑒𝑓(2)− 𝑡𝑟𝑒𝑓(1)

𝑡𝑐𝑎𝑛𝑑− 𝑡𝑟𝑒𝑓(1)
 𝑟𝑟𝑒𝑓(2)𝑐𝑜𝑟𝑟
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

)

2

  (1.7) 

Where 𝑅𝑗𝑘 is the measured ratio for the 𝑘𝑡ℎ individual bracket within the 𝑗𝑡ℎ contiguous set of 

brackets. 

Measurement stability is one of two uncertainty components that relate only to a single bracketing 

procedure, with average output ratio according to Equation (1.8) and measurement stability 

uncertainty according to Equation (1.9). 

�̅�𝑗 =
∑ 𝑅𝑗𝑘

𝐾
𝑘=1

𝐾
           (1.8) 

𝑢�̅�𝑗𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦
= √

1

𝐾2
∑ 𝑢2(𝑅

𝑗𝑘
)

𝑠𝑡𝑎𝑏𝑖𝑖𝑡𝑦

𝐾
𝑘=1         (1.9) 

Where 𝐾 is the number of brackets in this 𝑗𝑡ℎ set. 

NOTE: When a concentration analyser is used with two traps, all calculations of ratios and 

uncertainties must be performed independently for channel A and channel B, up to the point of 

calculating �̅�𝑗 and the bracketing uncertainty 𝑢(�̅�𝑗) for the set. 

A1.1.2 Repeatability 
Repeatability quantifies, independently of measurement issues such as linearity and stability, the 

precision of the output ratio determinations within a single bracketing procedure. It is calculated as 

the difference between 1) the standard deviation of the individual bracket ratios, and 2) the 

statistical contribution of measurement instability to the standard deviation of the ratios. 

For the bracketing measurement procedure, standard errors are pooled at 3 levels: 

Level 1: Individual ratio uncertainty 

Level 2: Repeatability within set  

Level 3: Set reproducibility (Section A1.1.3) 

The level specific contributions to the uncertainty are computed from these pooled standard errors. 

Staring with the pooled level 1 standard error (Equation (1.10)) and the level 2 standard deviation 

(Equation (1.11)). 

𝑆1 =  √
1

𝐾
∑ (𝑢�̅�𝑗𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦

)2𝐾
𝑘=1          (1.10) 
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𝑆2 =  √
∑ (𝑅𝑗𝑘− �̅�𝑗)2𝐾

𝑘=1

(𝐾−1)
          (1.11) 

The repeatability uncertainty of the output ratio measurements is computed according to Equation 

(1.12). 

𝑢𝑟𝑒𝑝𝑒𝑎𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = √𝑚𝑎𝑥 [0, 𝑠2
2 −

1

𝐿
∙ 𝑠1

2] = √𝑚𝑎𝑥 [0,
∑ (𝑅𝑗𝑘−�̅�𝑗)2𝐾

𝑘=1

(𝐾−1)
−

∑ 𝑢2(𝑅𝑗𝑘)𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦
𝐾
𝑘=1

𝐿∙𝐾
]  (1.12) 

Where 𝐿 represents the average number of individual responses used in each measurement average 

and output ratio determination Equation (1.13). 

𝐿 =
1

𝐾
∑ (𝑛𝑟𝑒𝑓−𝐵,𝑘 + 𝑛𝑐𝑎𝑛𝑑,𝑘 + 𝑛𝑟𝑒𝑓−𝐴,𝑘)𝐾

𝑘=1       (1.13) 

The uncertainty of the set-average ratio is calculated according to Equation (1.14). 

𝑢𝑟𝑒𝑝𝑒𝑎𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =
1

√𝐾
𝑢𝑟𝑒𝑝𝑒𝑎𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =

1

√𝐾
∙ √𝑚𝑎𝑥 [0,

∑ (𝑅𝑗𝑘−�̅�𝑗)2𝐾
𝑘=1

(𝐾−1)
−

∑ 𝑢2(𝑅𝑗𝑘)𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦
𝐾
𝑘=1

𝐿∙𝐾
]   (1.14) 

The “𝑀𝑎𝑥” function holds this term at zero when sort-term precisions uncertainty is dominated by 

measurement instability. 

A1.1.3 Reproducibility 
Reproducibility is a measure of how precisely a bracketing sequences result can be duplicated. Based 

on the results obtained a default value can be assigned. This value can be based on the 

reproducibility routinely achievable by commercially available systems, for example 0.5% of the 

output of the candidate generator (Equation (1.15)). 

𝑢𝑟𝑒𝑝𝑟𝑜𝑑𝑢𝑐𝑖𝑏𝑖𝑙𝑖𝑡𝑦 = 0.005 ∙ 𝑐         (1.15) 

A1.1.4 Combined Uncertainty 
Once calculated, all of the uncertainties are combined using propagation of uncertainty according to 

the GUM [10]. First, the combined uncertainty of each bracketing procedure is calculated (Equation 

(1.16)). 

𝑢𝑏𝑟𝑎𝑐𝑘𝑒𝑡𝑖𝑛𝑔 = √[𝑢�̅�𝑗𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦
+ 𝑢𝑟𝑒𝑝𝑒𝑎𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

2 ]      (1.16) 

Then, these uncertainties are combined into a single comparison uncertainty (Equation (1.17)). 

𝑢𝑐𝑜𝑚𝑝𝑎𝑟𝑖𝑠𝑜𝑛̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = √
1

𝐽2
∑ [𝑐𝑟𝑒𝑓 ∙ 𝑢𝑏𝑟𝑎𝑐𝑘𝑒𝑡𝑖𝑛𝑔]

2𝐽
𝑗=1       (1.17) 

The reference generator uncertainty component is calculated based on its reported value and the 

average comparison ratio (Equation (1.18)). 

𝑢𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =
𝑐

𝑐𝑟𝑒𝑓
∙ 𝑢(𝑐𝑟𝑒𝑓)        (1.18) 

The overall combined uncertainty for the mercury concentration generated with the candidate gas 

generator can be calculated according to Equation (1.19) and the expanded uncertainty according to 

Equation (1.20). 

𝑢(𝑐) = √𝑢𝑐𝑜𝑚𝑝𝑎𝑟𝑖𝑠𝑜𝑛̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
2 + 𝑢𝑟𝑒𝑝𝑟𝑜𝑑𝑢𝑐𝑖𝑏𝑖𝑙𝑖𝑡𝑦

2 + 𝑢𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
2       (1.19) 
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𝑈(𝑐) =  𝑘 ∙ 𝑢(𝑐) = 2 ∙ 𝑢(𝑐)        (1.20) 

 

A1.2 Example 
This example shows how bracketing data are used to determine the uncertainty of the candidate 

generator output mercury concentration. The calculations are based on the data given in Section 

8.6. 

A1.2.1 Measurement stability uncertainty 
Table A1.1 shows the intermediate calculation for the candidate responses as input for Equation 

(1.1). 

Table A1.1 intermediate calculations 

𝒕𝒄𝒂𝒏𝒅 𝒓𝒄𝒂𝒏𝒅 (𝒕𝒄𝒂𝒏𝒅 − 𝒕𝒄𝒂𝒏𝒅̅̅ ̅̅ ̅̅ ̅)𝟐 (𝒓𝒄𝒂𝒏𝒅 − 𝒓𝒄𝒂𝒏𝒅̅̅ ̅̅ ̅̅ ̅)𝟐 (𝒕𝒄𝒂𝒏𝒅 − 𝒕𝒄𝒂𝒏𝒅̅̅ ̅̅ ̅̅ ̅)((𝒓𝒄𝒂𝒏𝒅 − 𝒓𝒄𝒂𝒏𝒅̅̅ ̅̅ ̅̅ ̅) 

20 5966.5 400 2323.2 964 

40 6065.3 0 2560.4 0 

60 6012.3 400 5.8 -48 

Average Sum 

40 6014.7 800 4889.4 916 

 

These data are entered into the residual error of estimate equation for the candidate generator 

(Equation (1.1)) and similar for the reference generator (Equation (1.2)). 

𝑀𝑆𝑐𝑎𝑛𝑑 = √4889.4−
10122

800

(3−2)
= 62  

𝑀𝑆𝑟𝑒𝑓 = 47  

These two values are used to calculate the standard error for each measurement average which in 

turn is used to calculate the output ratios (Equation (1.3) – Equation (1.5)). For the first bracket the 

standard errors are: 

- 𝑀𝑆(𝑟𝑟𝑒𝑓−𝐵̅̅ ̅̅ ̅̅ ̅̅ ) =  
47

√1
 = 47 

- 𝑀𝑆(𝑟𝑐𝑎𝑛𝑑̅̅ ̅̅ ̅̅ ̅) =  
62

√1
 = 62 

- 𝑀𝑆(𝑟𝑟𝑒𝑓−𝐴̅̅ ̅̅ ̅̅ ̅̅ ) =  
47

√1
 = 47 

These values are propagated through the output ratio calculation (Equation (1.7)). For all three 

ratios the uncertainty is calculated 

- 𝑢(𝑅1) = 1.054 √(
47

2∙5658.0
)

2
+ (

62

5938.2
)

2
+ (

47

2∙5607.5
)

2
= 0.0127  

- 𝑢(𝑅2) = 0.0128 

- 𝑢(𝑅3) = 0.0127 

The average of the measurement stability uncertainty ration calculated using Equation (1.9). 

𝑢�̅�𝑗𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦
=  √

1

9
[(0.0127)2 + (0.0128)2 + (0.0127)2] = 0.007 
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A1.2.2 Repeatability 

Equation (1.14) is used to calculate the repeatability uncertainty which is composed of Equation 

(1.10) till Equation (1.13). 

𝑆1 = √
(0.0127)2 + (0.0128)2 + (0.0127)2

3
= 0.0127 

𝑆2 = √
(1.054 − 1.063)2 + (1.075 − 1.063)2 + (1.060 − 1.063)2

(3 − 1)
= 0.0108 

𝐿 =
1

3
∑ (1 + 1 + 1)

3

𝑘=1
= 3 

𝑢𝑟𝑒𝑝𝑒𝑎𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =
1

√3
√𝑚𝑎𝑥 [0 , 0.01272 −

1

3
 0.01062] = 0.005 

A1.2.3 Reproducibility 

For this example the reproducibility uncertainty was set to zero. Reproducibility measurements 

performed on 3 measurement days show that the results from Channel A and Channel B and the 

results from the 3 days are comparable within the uncertainty without adding a contribution for the 

reproducibility. Therefore it is not necessary to add extra uncertainty due to the reproducibility of 

the measurements.  

NOTE when the measurements, especially those obtained on different days, are not comparable 

within the uncertainty it is advised to add uncertainty for the reproducibility to the uncertainty 

calculation. 

A1.2.4 Combined uncertainty 

For each bracketing, the combined uncertainty is calculated according to Equation (1.16). 

𝑢𝑏𝑟𝑎𝑐𝑘𝑒𝑡𝑖𝑛𝑔 =  √0.0072 + 0.0052 = 0.009 

The comparison uncertainty can be obtained next (Equation (1.17)). 

𝑢𝑐𝑜𝑚𝑝𝑎𝑟𝑖𝑠𝑜𝑛̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =  2226 ∙ 0.009 = 19 ng m−3 

The reference standard uncertainty is calculated according to Equation (1.18). 

𝑢𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =  
2367

2226
56 = 59 ng m-3 

Based on these values the combined calibration uncertainty can be calculated (Equation (1.19)). 

𝑢(𝑐) = √192 + 592 = 62 ng m-3 

Giving an expanded uncertainty (Equation (1.20)) of 2 ∙ 62 = 124 ng m-3 which gives a relative 

expanded uncertainty of 
124

2367
100 =  5%. 

NOTE: The raw data and results used for this example calculated with the data processing script can 

be found in an online repository [11]. 
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Annex 2: Interpolation function for multipoint calibration 
 

A2.1 Introduction 
The interpolation function relates the mercury concentration as indicated by the candidate 

generator (𝑐cand) to the actual mercury concentration (𝑐). In this protocol, the actual concentration 

is either provided by an SI-traceable measurement standard, or by a calibrated measurement 

standard. Thus, the mercury concentration provided by the generator is given by 𝑐 = 𝐹(𝑐cand). 

where 𝐹 denotes the interpolation function, expressing the mercury concentration as a function of 

the indication of the generator.  

The interpolation function 𝑐 = 𝐹(𝑐𝑐𝑎𝑛𝑑) is a mathematical function approximately expressing the 

calibrated candidate generator output mercury concentration 𝑐(1), 𝑐(2), … , 𝑐(𝑛) in relation to the 

setpoints of the candidate generator 𝑐𝑐𝑎𝑛𝑑(1), 𝑐𝑐𝑎𝑛𝑑(2), … , 𝑐𝑐𝑎𝑛𝑑(𝑛). The interpolation function is 

required for calculating unknown output mercury concentrations 𝑐 obtained with the candidate 

generator from the setpoint of the candidate generator 𝑐𝑐𝑎𝑛𝑑. 

NOTE: a script was developed to calculate 1) the mercury concentration, 2) the associated 

uncertainty of the mercury concentration and 3) the interpolation function for multipoint calibration 

according to this calibration protocol [9]. 

A2.2 Determination of the interpolation function 
The interpolation function can be determined directly by means of weighted least squares or a 

similar regression technique.  

The following description, in terms of a series of steps, of the calibration experiment and its 

evaluation resumes and elaborates the principles outlined in Section 8.4.2.2. 

Step A: Specify the range of setpoints 𝑐𝑐𝑎𝑛𝑑(1), 𝑐𝑐𝑎𝑛𝑑(2), … , 𝑐𝑐𝑎𝑛𝑑(𝑛) for which the candidate 

generator will be used. 

Step B: Specify the type of mathematical function to be considered for the interpolation function, 

𝑐 = 𝐹(𝑐𝑐𝑎𝑛𝑑). Select the simplest function that describes the data obtained from the following 

candidate models: 

- Polynomial 1 (linear)   𝑐 = 𝑏0 + 𝑏1𝑐𝑐𝑎𝑛𝑑 

- Polynomial 2 (quadratic)  𝑐 = 𝑏0 + 𝑏1𝑐𝑐𝑎𝑛𝑑 + 𝑏2𝑐𝑐𝑎𝑛𝑑
2   

- Polynomial 3 (cubic)   𝑐 = 𝑏0 + 𝑏1𝑐𝑐𝑎𝑛𝑑 + 𝑏2𝑐𝑐𝑎𝑛𝑑
2 + 𝑏3𝑐𝑐𝑎𝑛𝑑

3  

The coefficient 𝑏𝑗 of the interpolation function are determined by regression analysis using the 

values from the calibration data set, i.e., the calibrated candidate generator output mercury 

concentration and the setpoint of the candidate generator used for calibration. 

Step C: Specify the number 𝑛 of calibration points (𝑐𝑐𝑎𝑛𝑑(𝑖), 𝑐(𝑖)) required, depending on the type of 

mathematical function to be used for the interpolation function. If a mercury generator has been 

assessed before over the interval selected in step A, it is appropriate to assume that the 

interpolation function will be of the same shape. 

The minimum number of calibration points recommended for the different types of functions 

considered is: 
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- 3 for a linear function; 

- 5 for a second-order polynomial; 

- 7 for a third-order polynomial. 

The recommended number of calibration points is greater than the number of indeterminate 

coefficients of the interpolation function because it is also necessary to validate the function chosen. 

If calibration experiments were only based on the minimum number of calibration points, it would 

be necessary to validate the interpolation function using additional reference standards. It is better, 

instead, to incorporate these additional “reference points” into the set of calibration points so as to 

reduce the calibration uncertainty of the estimated coefficients. 

Step D: Calculate the mercury concentration output of the candidate generator 𝑐(1), 𝑐(2), … , 𝑐(𝑛), 

based on the calibration measurements performed, together with their standard uncertainties 

𝑢(𝑐(1)), 𝑢(𝑐(2)), … , 𝑢(𝑐(𝑛)). So as to establish the output 𝑐(𝑖) and 𝑢(𝑐(𝑖)) for a given 𝑐𝑐𝑎𝑛𝑑(𝑖), 

according to the method described in Section 8.6.2. 

Step E: Calculate the coefficient 𝑏𝑗 of the interpolation function to be used for the interpolation 

function.  

The set of input data for this calculation consists of: 

- the setpoint of the candidate gas generator (expressed as mercury concentration in ng m-3 or 

µg m-3), 𝑐𝑐𝑎𝑛𝑑(1), 𝑐𝑐𝑎𝑛𝑑(2), … , 𝑐𝑐𝑎𝑛𝑑(𝑛); 

- calibrated candidate generator output mercury concentrations (expressed as mercury 

concentration in ng m-3 or µg m-3), 𝑐(1), 𝑐(2), … , 𝑐(𝑛), according to the method described in 

Section 8.6.2; 

- the standard uncertainties of the calibrated candidate generator output mercury 

concentration, 𝑢(𝑐(1)), 𝑢(𝑐(2)), … , 𝑢(𝑐(𝑛)), according to the method described in Annex 1. 

These coefficients are calculated by regression analysis, according to the method described in 

Section A.2.3. 

A2.3 Calculation of the coefficients of the interpolation function 
The coefficients of the interpolation function are determined using weighted least squares. It is 

essential to use weighted least squares to ensure that the uncertainty associated with the 

measurement of the mercury concentrations is properly propagated [12]. 

In weighted least squares, the following sum of squares is minimised 

𝑆 = ∑ [
|𝑐̂(𝑖)−𝑐(𝑖)|

2

𝑢2(𝑐(𝑖))
]𝑛

𝑖=1          (2.1) 

where �̂�(𝑖) = 𝐹(𝑐𝑐𝑎𝑛𝑑(𝑖); 𝑏0, … , 𝑏𝑚). The chosen function 𝐹 is acceptable if 

|�̂�(𝑖) − 𝑐(𝑖)| ≤ 2𝑢(𝑐(𝑖))         (2.2) 

for all 𝑖. If the absolute differences |�̂�(𝑖) − 𝑐(𝑖)|, when plotted as a function of 𝑐(𝑖) are not randomly 

distributed around zero, then another model should be chosen.  

The required output of the regression is as follows: 

– the chosen function 𝐹, 

– the values for the coefficients 𝑏1, … , 𝑏𝑛, and 
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– the covariance matrix associated with the coefficients, containing the squared standard 

uncertainties of the coefficients and the covariances between pairs of coefficients. 

Any software used for this kind of regression shall be capable of providing the required output and 

enable assessing the residuals |�̂�(𝑖) − 𝑐(𝑖)|. Weighted least squares is described in [13] and 

implemented in R and Python.  

A2.4 Validation of the interpolation function 

A2.4.1 Purpose 
Before using the interpolation function determined according to Section A2.3, it is necessary to 

validate the interpolation function and examine compliance with uncertainty requirements. 

Different statistical test can be used to validate the interpolation function, such as, 1) determination 

of the residual sum of weighted squared deviations, 𝑆res, or 2) by using Akaike Information Criterion 

for small sample size (AICc).  

A2.4.2 Validation of the response model 
The response model shall be validated by assessing whether the selected type of interpolation 

function is compatible with the data set: 

- the setpoints of the candidate generator 𝑐(1), 𝑐(2), … , 𝑐(𝑛); 

- the calibrated candidate generator output mercury concentration 𝑐𝑐𝑎𝑛𝑑(1), 𝑐𝑐𝑎𝑛𝑑(2), … ,

𝑐𝑐𝑎𝑛𝑑(𝑛); 

- the standard uncertainties of the calibrated candidate generator output mercury 

concentration, u 𝑢(𝑐(1)), 𝑢(𝑐(2)), … , 𝑢(𝑐(𝑛)). 

To assess the overall fit of a calculated interpolation curve to the calibration data, the residual sum 

of weighted squared deviations, 𝑆res, is compared with the relevant degrees of freedom (equal to 

the number of data points minus the number of response curve coefficients), as given in Section 

A.2.2. For the purpose of this protocol however, satisfactory fit is required for each individual data 

point by using the following test procedure. For each output mercury concentration (𝑐(𝑖)), an 

adjusted data point (�̂�(𝑖)) is calculated, as a by-product of the regression analysis used to determine 

the interpolation function (Section A.2.2). The coordinates �̂�(𝑖) of the adjusted data point are 

estimates of the true output mercury concentration for the candidate generator. By construction the 

calculated response curve passes through the adjusted data points. The selected response model is 

considered compatible with the data set if Equation (2.2) is fulfilled for every data point (𝑖 =

1, 2, … , 𝑛). 

If the model validation test fails, one possibility is to examine other response models until a model is 

found that is compatible with the data set. Another possibility is to examine, and possibly revise, the 

data. 

An alternative for the residual sum of weighted squared deviations is using the Akaike Information 

Criterion for small sample size (AICc). The AIC is an estimator of prediction error. Given a collection 

of models a data set, AIC estimates the quality of each model. When the sample size is small, AIC 

tends to select models that have too many coefficients (i.e., it will overfit). To address this issue AICc 

was developed. AICc is AIC plus a penalty term for the number of coefficients. ISO TS 28038 

(Determination and use of polynomial calibration functions) discusses the usage of AICc. The 

polynomial with the smallest value in the AICc test is the best fit for the data. 



27 
 

A2.5 Determination the output of the calibrated candidate generator 
Determination of the (prospective) output of the calibrated candidate generator, consists in 

determining the mercury concentration, 𝑐, and its standard uncertainty, 𝑢(𝑐), at a setpoint 𝑐𝑐𝑎𝑛𝑑. 

These data are determined in a series of two steps as follows. 

Step F: Calculate the output, 𝑐 = 𝐹(𝑐𝑐𝑎𝑛𝑑), using the interpolation function determined according to 

the procedure described in Section A2.3. The input value for this calculation is the setpoint of the gas 

generator, 𝑐𝑐𝑎𝑛𝑑. 

Step G: Calculate the standard uncertainty of the mercury concentration, 𝑢(𝑐), using the law of 

propagation of uncertainty, according to the GUM [10], on the setpoint of the candidate generator. 

The uncertainty sources are 1) the uncertainty of the reference standard, 𝑢𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒  (Equation 

(1.18)), and 2) the uncertainty on the coefficients of the interpolation function, 𝑢𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛, 

Equation (2.3). 

𝑢𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛
2 =  ∑ (

𝜕𝑓

𝜕𝑐𝑐𝑎𝑛𝑑
)

2

𝑢2(𝑐𝑐𝑎𝑛𝑑) + 2 ∑ ∑
𝜕𝑓

𝜕𝑐𝑐𝑎𝑛𝑑(𝑖)

𝜕𝑓

𝜕𝑐𝑐𝑎𝑛𝑑(𝑗)
𝑢(𝑐𝑐𝑎𝑛𝑑(𝑖), 𝑥𝑐𝑎𝑛𝑑(𝑗))𝑁

𝑗=𝑖+1
𝑁−1
𝑖=1

𝑁
𝑖=1   (2.3) 

𝑢(𝑐𝑐𝑎𝑛𝑑(𝑖), 𝑥𝑐𝑎𝑛𝑑(𝑗)) is the estimated covariance associated with 𝑐𝑐𝑎𝑛𝑑(𝑖) and 𝑥𝑐𝑎𝑛𝑑(𝑗). 

The overall combined uncertainty for the mercury concentration generated with the candidate gas 

generator can be calculated according to Equation (2.4) and the expanded uncertainty according to 

Equation (1.20). 

𝑢(𝑐) = √𝑢𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛
2 + 𝑢𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

2        (2.4) 

A2.6 Example 

A2.6.1 Determination of the interpolation function 
In this example the calculation of the interpolation function of a six-point calibration is shown (Table 

A2.1). The data was obtained using a sampling analyser with two channels (channel A and channel 

B). 

Table A2.1: Data used for the calculation of the coefficients of the interpolation function.   

Setpoint 𝒄𝒄𝒂𝒏𝒅 (ng m-3) 𝒄𝑨 (ng m-3) 𝒖(𝒄𝑨) (ng m-3) 𝒄𝑩 (ng m-3) 𝒖(𝒄𝑩) (ng m-3) 

1 1071 1015 26 1041 27 

2 1367 1283 35 1272 33 

3 1675 1539 41 1552 45 

4 1964 1801 46 1833 47 

5 2263 2107 54 2095 54 

6 2563 2368 63 2426 64 

 

The interpolation function was determined according to Section A2.3. For channel A a linear function 

(𝑐 = 𝑏0 + 𝑏1𝑐𝑐𝑎𝑛𝑑) was determined and for channel B a quadratic function (𝑐 = 𝑏0 + 𝑏1𝑐𝑐𝑎𝑛𝑑 +

𝑏2𝑐𝑐𝑎𝑛𝑑
2 ) (Table A2.2) including the covariance matrix associated with the coefficients, containing the 

squared standard uncertainties of the coefficients and the covariances between pairs of coefficients 

(Table A2.3) [13]. 
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Table A2.2: Coefficients of the interpolation function 

Channel A Coefficients Standard error 

𝑏0 9.5 23 

𝑏1 0.920 0.010 

Channel B Coefficients Standard error 

𝑏0 375 99 

𝑏1 0.50 0.11 

𝑏2 0.000116 0.000028 

 

Table A2.3: Covariance matrix 

Channel A 𝒃𝟎 𝒃𝟏  

𝑏0 507 -0.215  

𝑏1 -0.215 0.0000943  

Channel B 𝒃𝟎 𝒃𝟏 𝒃𝟐 

𝑏0 9881 -10.6 0.00266 

𝑏1 -10.6 0.0115 -0.00000294 

𝑏2 0.00266 -0.00000294 0.00000000076 

 

A2.6.2 Validation of the response model 
To assess the overall fit, of the calculated interpolation function to the calibration data, both the 

residual sum of weighted squared deviations, 𝑆res, and AICc were used (Figure A2.1, Table A2.4 and 

Table A2.5). 
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Figures A2.1: Weighted residuals determined for the different interpolation functions of channel A and channel B  

Table A2.4: Results of the sum squared residuals for the different interpolation functions of channel 

A and channel B 

 Channel A Channel B 

Poly 0 15249 12993 

Poly 1 7 32 

Poly 2 4 5 

Poly 3 3 3 

 

Table A2.5: Results of the AICc test for the different interpolation functions 

 Channel A Channel B 

Poly 0 96 96 

Poly 1 55 65 

Poly 2 62 63 

Poly 3 90 90 
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The interpolation function or polynomial with the smallest value in the AICc test is the best fit for the 

data. For both Channel A this is polynomial 1 and for Channel B this is polynomial 2. Furthermore, a 

function is acceptable if the weighted residuals are in absolute value ≤ 2 (Figure A2.1). The best fit 

for the data is polynomial 1 as the data will be overfitted when using polynomial 2 or polynomial 3. 

Both statistical test show polynomial 1 or the linear function will be the best fit for the data. 

A2.6.3 Calibration results 
For this example data is used obtained with a concentration analyser using two traps (channel A and 

channel B). The results were treated separately for channel A and channel B. When the mercury 

concentration, 𝑐, obtained for channel A and channel B is comparable with the uncertainty 

calculated, 𝑢(𝑐), the results can be averaged to obtain the final calibration results (Table A2.6). 

Table A2.6: Final calibration results averaged for channel A and B 

Setpoint 𝒄𝒄𝒂𝒏𝒅 (ng m-3) 𝒄 (ng m-3) 𝑼(𝒄) (ng m-3) (k = 2) 

1 1071 1028 62 

2 1367 1278 73 

3 1675 1545 91 

4 1964 1817 102 

5 2263 2101 117 

6 2563 2397 127 

 

To determine if the interpolation functions for channel A and channel B are comparable, a value for 

the compatibility of the averaged functions can be calculated (Chi squared) [13]. When they are 

comparable, they can be combined (Figure A2.2). 

 

Figure A2.2: Overlay interpolation functions channel A and channel B. 

For this example the data from channel A and channel B can be averaged using a linear function. This 

is acceptable with a Chi squared value of 4.3 and the probability that such a Chi squared value 

should occur by chance is 0.93. If the probability is larger than 0.90, then the goodness-of-fit is 

believable. If it is smaller than the comparability of the functions can rightly be called into question. 

The average regression coefficients for Channel A and Channel B and a covariance matrix was 

calculated (Table A2.7 and Table A2.8). The covariance matrix explains how the two data sets (𝑏0,

𝑏1) are correlated. This correlation should be included in the calculation of the total uncertainty 

associated to the interpolation function. 
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Table A2.7: Final calibration result for the average coefficients 

 Parameters Standard error 

𝒃𝟎 -1.8 36 

𝒃𝟏 0.930 0.016 

 

Table A2.8: Final covariance matrix 

 𝒃𝟎 𝒃𝟏 

𝒃𝟎 1268 -0.547 

𝒃𝟏 -0.547 0.000246 

 

The final interpolation function is a linear function: 

𝑐 = −1.8 +  0.930 𝑐𝑐𝑎𝑛𝑑 

A2.6.4 Determination of the output of the candidate generator 
The output of the candidate generator, 𝑐, at three setpoints of the candidate generator, 𝑐𝑐𝑎𝑛𝑑, are 

calculated (Table A2.9). The mercury concentrations fall in the calibration range tested. Using the 

interpolation function and coefficients determined in section A2.3 the output of the candidate 

generator was calculated including the uncertainty of the mercury concentration, 𝑢(𝑐). The 

uncertainty is calculated using Equation (2.3) and Equation (2.4). In Equation (2.3) 𝑐 = 𝐹(𝑐𝑐𝑎𝑛𝑑) is 

𝑐 = 𝑏0 + 𝑏1𝑐𝑐𝑎𝑛𝑑 for this example, which gives: 

𝑢2(𝑐) = (
𝜕𝑐

𝜕𝑏0
)

2

𝑢2(𝑏0)  +  (
𝜕𝑐

𝜕𝑏1
)

2

𝑢2(𝑏1)  +  2
𝜕𝑐

𝜕𝑏0

𝜕𝑐

𝜕𝑏1
𝑢(𝑏0, 𝑏1) 

where 
𝜕𝑐

𝜕𝑏0
= 1 and 

𝜕𝑐

𝜕𝑏1
= 𝑐𝑐𝑎𝑛𝑑. Substituting the values reported in the covariance matrix (Table 

A2.8), 𝑢2(𝑏0) = 1268, 𝑢2(𝑏1) = 0.000246 and 𝑢(𝑏0, 𝑏1) = −0.547) this results in 𝑢2(𝑐) = 11 ∙

1268 + 𝑐𝑐𝑎𝑛𝑑
2 ∙ 0.000246 + 2 ∙ 1 ∙ 𝑐𝑐𝑎𝑛𝑑 ∙ (−0.546). 

The mercury concentration is calculated using the interpolation function: 

𝑐 =  −1.8 + 0.930 ∗ 1150 = 1068 

The uncertainty of the interpolation is calculated according to Equation (2.3). 

𝑢𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑖𝑜𝑛 =  √11 ∙ 1268 +  11502 ∙ 0.000246 + 2 ∙ 1 ∙ 𝑐𝑐𝑎𝑛𝑑 ∙ (−0.546) = 18.3 

The reference standard uncertainty is calculated according to Equation (1.18). 

𝑢𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =  
1068

2226
56 = 26.7 ng m-3 

Based on these values the combined calibration uncertainty can be calculated (Equation (2.4)). 

𝑢(𝑐) = √18.32 + 26.72 = 32.4 ng m-3 

Giving an expanded uncertainty (Equation (1.20)) of 2 ∙ 32.4 = 65 ng m-3 which gives a relative 

expanded uncertainty of 
65

1068
100 =  6.1 %. 

Table A2.9 – Output and uncertainty candidate generator determined using the interpolation 

function 
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𝒄𝒄𝒂𝒏𝒅 (ng m-3) 𝒄 (ng m-3) 𝒖(𝒄) (ng m-3) 𝑼(𝒄) (ng m-3) 𝑼(𝒄) (%) 

1150 1068 32 65 6.1 

1750 1626 42 84 5.2 

2450 2277 57 115 5.0 

 

NOTE: The raw data and results used for this example calculated with the data processing script can 

be found in an online repository [11]. 
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